Comparison of methods for clustering citation networks

Lovro Subelj
University of Ljubljana,
Faculty of Computer and
Information Science
Ljubljana, Slovenia
lovro.subelj@fri.uni-lj.si

There is an extensive literature on graph partitioning and com-
munity detection in networks . This literature studies methods
for partitioning the nodes in a network into a number of groups,
often referred to as communities or clusters, where nodes belong-
ing to the same cluster should be relatively strongly connected
to each other, while nodes belonging to different clusters should
be only weakly connected ,

Which methods for graph partitioning and community detec-
tion perform best in practice? The literature does not provide
a clear answer to this question, and if the question can be an-
swered at all, then most likely the answer will be dependent on
the type of network that is being studied and on the type of
partitioning that one is interested in.

‘We address the above question in one specific context . We
are interested in grouping scientific publications into clusters
based on their direct citation relations and we expect each clus-
ter to represent a set of publications that are topically related to
each other. We therefore compare the performance of different
clustering methods when applied to citation networks that have
been collected from the Web of Science bibliographic database.

We consider a large number of methods including spectral and
statistical methods, modularity optimization, matrix factoriza-
tion, map equation algorithms, link clustering, label propaga-
tion, random walks and methods based on cliques, to name a
few. We first conduct a direct pair-wise comparison of the clus-
terings obtained using different methods. Despite a large number
of methods considered, these can be divided into only a hand-
ful of truly different classes, whereas the differences between the
classes can be rather substantial (Fig. |1).

We next compare standard statistical properties of the clus-
terings including cluster size distributions, robustness to random
perturbations [4], network modularity @ and other. We also fo-
cus on a number of properties that are of special relevance in the
context of citation networks of publications. These include frac-
tion of citations covered, effective range of the clusterings, orders
of magnitude covered by cluster sizes, and method uncertainty
and complexity.

However, to obtain a deep understanding of the differences be-
tween clustering methods, we believe that analyzing the statisti-
cal properties of clusterings is not sufficient. Understanding the
differences between methods also requires an expert-based as-
sessment of different clusterings. This is a challenging task that
involves a number of practical difficulties, but we nevertheless
make an attempt to perform such an expert-based assessment
for publications in the field of Library & information science [7].

Since none of the considered methods performs indeed satis-
factory according to all desired criteria, we discuss strengths and
weaknesses of different methods.

Nees Jan van Eck
Leiden University,
Centre for Science and
Technology Studies
Leiden, Netherlands
ecknjpvan@cwts.leidenuniv.nl

Ludo Waltman
Leiden University,
Centre for Science and
Technology Studies
Leiden, Netherlands
waltmanlr@cwts.leidenuniv.nl

5 method classes 11 method classes

Pair-wise clustering distance V

Pair-wise clustering distance V

Pair-wise distances between the clusterings obtained by
different methods. Panels show the heatmaps of the cluster-
ing distances for Library & information science citation network,
where the methods are grouped into 5 and 11 classes (left and
right, respectively). The clustering distance is measured using
variation of information , where lower values (orange) corre-
spond to greater similarity between the clusterings.
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