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Graph theory

1736 Königsberg bridge problem (Euler)

1800s Travelling salesman problem (Hamilton)

1845 Electrical circuit laws (Kirchhoff)

1857 Chemical structure (Kekulé)

1950s Operations research (Dijkstra, Kruskal, Ford)

1959 Random graphs (Erdös, Rényi)
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Sociometry

1934 Sociograms Moreno (1934)

1941 Southern women Davis et al. (1941)

1970 University karate club Zachary (1977)

1970s Social graphs Granovetter (1973); Freeman (1977, 1979)

 
Figure 5.  Illustration of the new label updating scheme.  

 
 

 
Figure 6.  The initial division (a) and the final community division (b) 
obtained by LP&BRIM in southern women network. Event nodes are 
represented as open symbols with black labels and woman nodes as filled 
symbols with white labels. The nodes in the two communities are indicated 
as circle and rectangle shapes of symbols, respectively. 

 

TABLE I.  THE RESULTS OF ADAPTIVE BRIM AND LP&BRIM IN THE 
AUTHOR-PAPER NETWORK OF ARXIV DATABASE (RUNNING ON A PC WITH 
INTEL CORE 2 DUAL PENTIUM CPU @ 1.83G). 

Algorithm adaptive BRIM LP&BRIM 

Number of communities 128 2176 

Average community size 312.39 18.38 

Bipartite modularity 0.731653 0.783622 

Running time(sec.) 189.032 95.140 
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Figure 7.  Bipartite modularity of the corresponding division generated by 
RandomAssignment&BRIM in the author-paper network of arXiv database. 

V. EXPERIMENTS 

A. Southern Women Network 
As the first experiment, we consider southern women 

network [9] to verify the accuracy of LP&BRIM. This is 
because the network has been broadly analyzed by social 
network researchers and its community structure is known. 
There are 18 women nodes and 14 events nodes, with 89 
edges linking to woman nodes and event nodes if the women 
attended the corresponding events. 

The process of applying LP&BRIM to this network is as 
follows: first, LP probes an initial division, which contains 
two communities: {woman 1-6, event 1-6} and {woman 7-
18, event 7-14}(Fig. 6a); then BRIM refines the initial 
division and obtains another two communities: {woman 1-7, 
9, event 1-7} and {woman 8, 10-18, event 8-14} (Fig. 6b), 
with bipartite modularity increasing from 0.299710 to 
0.321172. Davis, who collected the network data, has ever 
used ethnographic knowledge to divide women into 
communities {1-9} and {9-17} (woman 9 is a secondary 
member of both communities) [9]. Note that, if we only look 
at woman nodes, the final community division by LP&BRIM 
agrees with the one proposed by Davis, except for woman 8. 
Thus LP&BRIM is able to identify true community structure 
in this network. 

(a) 

(b) 

B. Author-paper Network of ArXiv Database 
Now we test the performance of LP&BRIM against 

adaptive BRIM in large-scale networks. First, we apply these 
two algorithms to an author-paper network [11], which 
contains 8638 author nodes and 31348 physics paper (arxiv 
hep-th) nodes, and 64154 edges which represent the 
authorship relations between author nodes and paper nodes. 
Table I shows the results of the experiment. 

Bipartite modularity of the division found by LP&BRIM 
is about 0.05 larger than that by adaptive BRIM. For 
LP&BRIM, LP part found an initial division with bipartite 
modularity being as large as 0.783405. The initial division is 

545454
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FIG. 3: The fraction of vertices correctly classified by our
method as the number zout of inter-community edges per ver-
tex is varied, for computer generated graphs of the type de-
scribed in the text. The measurements with half-integer val-
ues zout = k + 1

2
are for graphs in which half the vertices

had k inter-community connections and half had k + 1. Each
point is an average over 100 realization of the graphs. Lines
between points are included solely as a guide to the eye.

B. Zachary’s karate club study

While computer-generated networks provide a repro-
ducible and well-controlled test-bed for our community-
structure algorithm, it is clearly desirable to test the al-
gorithm on data from real-world networks as well. To
this end, we have selected two datasets representing real-
world networks for which the community structure is
already known from other sources. The first of these
is drawn from the well-known “karate club” study of
Zachary [25]. In this study, Zachary observed 34 mem-
bers of a karate club over a period of two years. Dur-
ing the course of the study, a disagreement developed
between the administrator of the club and the club’s
instructor, which ultimately resulted in the instructor’s
leaving and starting a new club, taking about a half of
the original club’s members with him.

Zachary constructed a network of friendships between
members of the club, using a variety of measures to es-
timate the strength of ties between individuals. Here
we use a simple unweighted version of his network and
apply our algorithm to it in an attempt to identify the
factions involved in the split of club. Figure 4a shows
the network, with the instructor and the administrator
represented by nodes 1 and 34, respectively. Figure 4b
shows the hierarchical tree of communities produced by
our method. The most fundamental split in the network
is the first one at the top of the tree, which divides the
network into two groups of roughly equal size. This split
corresponds almost perfectly with the actual division of
the club members following the break-up, as revealed by
which club they attended afterwards. Only one node,
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FIG. 4: (a) The friendship network from Zachary’s karate club
study [25], as described in the text. Nodes associated with the
club administrator’s faction are drawn as circles, while those
associated with the instructor’s faction are drawn as squares.
(b) The hierarchical tree showing the complete community
structure for the network. The initial split of the network into
two groups is in agreement with the actual factions observed
by Zachary, with the exception that node 3 is misclassified.

node 3, is classified incorrectly. In other words, the ap-
plication of our algorithm to the empirically observed
network of friendships is a good predictor of the subse-
quent social evolution of the group.

C. College football

As a further test of our algorithm, we turn to the world
of US college football. (“Football” here means Amer-
ican football, not soccer.) The network we look at is
a representation of the schedule of Division I games for
the 2000 season: vertices in the graph represent teams
(identified by their college names) and edges represent
regular season games between the two teams they con-
nect. What makes this network interesting is that it in-
corporates a known community structure. The teams
are divided into “conferences” containing around 8 to 12
teams each. Games are more frequent between members
of the same conference than between members of differ-
ent conferences, with teams playing an average of about
7 intra-conference games and 4 inter-conference games
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Bibliometrics & other

1965 Scientific papers Price (1965)

1980s Political scandals Hobbs and Lombardi (2003)

1986 Neurology & chemistry White et al. (1986)

1999 Transportation Pelletier (1999)
 on January 18, 2013rstb.royalsocietypublishing.orgDownloaded from 
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Network analysis

< 2000 Small graphs (102-103 nodes)

≈ 2000 Communication networks (105-108 nodes)

≈ 2005 Online social networks (108 nodes)

≈ 2010 Web graphs (109 nodes)

1998 Small-world networks Watts and Strogatz (1998)

1999 Scale-free networks Barabási and Albert (1999)

Social, information, biological & technological networks. Newman (2003)
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Network & link analysis

network analysis → structure & function of networks (network theory)

link analysis → data mining over nodes using links (network mining)

GBDM → data mining over graphs (graph mining)

Network analysis & visualization tools:

C++ → SNAP SNAP (2013)

Python → NetworkX Hagberg et al. (2008)

Java → JUNG O’Madadhain et al. (2005)

Excel → NodeXL Hansen et al. (2010)

other → Pajek de Nooy et al. (2005)

Gephi Bastian et al. (2009)
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Milgram’s experiment

Sending a chain letter to a stock-broker in Boston (through friends):
small-world of networks or 6 degrees of separation. Milgram (1967)

Source: Milgram (1967)

Strength of weak ties & weakness of strong ties. Granovetter (1973)
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Small-world graph model

Let ki be the degree of node i , ∆i # linked neighbors & dij the distance between nodes i , j .

L =
1(n
2

)∑
ij

dij C =
1

n

∑
i

∆i(ki
2

)
Random rewiring of links: Watts and Strogatz (1998)

Source: http://www.frontiersin.org/

Regular graphs have high L & C , while random graphs have low L & C .
Real-world networks have high C & low L!
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Small-world networks

Properties of small-world networks:

6 degrees of separation Milgram (1967)

7 (4) degrees of separation in e-mail Dodds et al. (2003)

4 degrees of separation on Facebook Backstrom et al. (2012)

Small Erdös & Bacon numbers (distances in a collaboration network).

Are small-world networks, e.g., peer-2-peer, also navigable? Kleinberg (2001)

Searchable with a decentralized algorithm in time polynomial in O(log n).
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Normal & power-law distributions

Citations, Internet & the web have power-law P(k): Price (1965); Faloutsos et al. (1999)

P(k) ∼ k−α

ki is the degree of node i & α a power-law exponent, α > 1.

Source: Barabási (2002)
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Scale-free graph model

Networks with power-law tail of P(k) are called scale-free.

Preferential attachment of nodes: Barabási and Albert (1999)

(1) node i links to a randomly chosen node j with probability p

(2) otherwise, node i links to a node j with probability
kj∑

kj

P(k) = k−α α = 1 +
1

1− p

Power-laws arise from rich get richer phenomena (cumulative advantage).

Source: Burch and Cheswick

Lovro Šubelj (University of Ljubljana) Network & link analysis 5.2.2014 11 / 46



Scale-free networks

Let n & m be # nodes or links, respectively.

Properties of scale-free networks:

sparse with m ≈ n (& not m ≈ n2) Del Genio et al. (2011)

for α ≥ 2 & α ≥ 3, the mean or variance of ki is infinite (no scale)

for 2 < α < 3, a small infection can spread in epidemy Sinha (2011)

robust against failures & vulnerable to attacks Albert et al. (2000)

The Internet with 10% of high-degree or random nodes removed, respectively.
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Automobile insurance fraud

Staged traffic accidents & fake insurance claims.

Great risk for other traffic participants (e.g., elders).

≈ 10% outcome for claims only on account of fraud.

≈ 100 million e/year loss for Slovenia (population 2 million).

Particularly interesting are groups of collaborating fraudsters.

Design of expert system applicable in practice (e.g., reports).

Source: http://www.insurancefraud.org/
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State-of-the-art in fraud detection

Statistics, machine learning, data mining (labeled data) or experts.

No differences in practice & much fraud is undetected.
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Social network analysis

Traffic participants are linked to form a social network.

Fraudsters can be detected already with a naked eye.

Lovro Šubelj (University of Ljubljana) Network & link analysis 5.2.2014 15 / 46



Social network analysis

Traffic participants are linked to form a social network.

Fraudsters can be detected already with a naked eye.
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Expert system for fraud detection

Four-phase fraud detection system: Šubelj et al. (2011, 2009)

(1) Projection to a social network

(2) Detection of suspicious groups

(3) Detection of suspicious participants

(4) Representation of the results
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Suspicious groups detection

Network decomposes into several connected components.
Indicators of common features of fraudulent components.

Suspicious groups (i.e., components) are detected by simulation.
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Suspicious participants detection

Birds of a feather flock together in two-mode networks.
Propagation of suspicion over the network overcomes locality.

Suspicious participants are detected by a link analysis algorithm...

Lovro Šubelj (University of Ljubljana) Network & link analysis 5.2.2014 18 / 46



Suspicious participants detection

Birds of a feather flock together in two-mode networks.

Propagation of suspicion over the network overcomes locality.
Suspicious participants are detected by a link analysis algorithm...
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Link analysis algorithm

Iterative assessment algorithm (with Laplace smoothing): Šubelj et al. (2011)

si =
1 + k/ki

2

fi

∑
j∈Γi

fij · sj


si is score of node i , fi its factor, ki its degree & k the mean degree, f : i → [0,∞).

fi =
∏

k

f k
i f k

i =

{
1/(1− F k

i ) F k
i ≥ 0

1 + F k
i F k

i < 0

F are suspicion factors set by an expert, F : i → (−1, 1).

HITS Kleinberg (1999) & PageRank Page (2001) are not directly applicable here.
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Social network centrality

Degree centrality: see Scott (2000)

ci =
ki

n − 1

Closeness centrality: Freeman (1979)

ci =
1

n − 1

∑
j

dij

Betweenness centrality: Freeman (1977)

ci =
1(
n
2

) ∑
j,k

σjk (i)/σjk

Eigenvector centrality: Bonacich (1987)

ci =
1

κ

∑
j∈Γi

cj

dij is the distance & σij the # geodesics between nodes i , j . κ is the leading eigenvector.
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Traffic accidents in Slovenia 1999–2008

Area under the ROC for groups & participants ranking: Šubelj et al. (2011)

Cover L1 BC MAJOR RIDIT PRIDIT

All 0.6019 0.6386 0.6774 0.7946 0.6843 0.7114

Suspicious 0.6119 0.8494 0.8549 0.8507 0.9221 0.9228

IAA algorithm
ML/DM DC CC BC EC No F Raw F Expert F

All / 0.7428 0.8138 0.6401 0.7300 0.8188 0.8435 0.8787

Suspicious ≈ 0.86 0.8597 0.8158 0.6541 0.8581 0.8942 0.9086 0.9228
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Awards & other

Publication awards:

journal exceptional work by Slovenian Research Agency! Šubelj et al. (2011)

thesis Prešeren award by Faculty of Computer Science Šubelj (2008)

conference best student paper award at DSI ’09 Šubelj et al. (2009)

Optilab offers tool Admiral adopted by Slovenian Insurance Association.
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Lovro Šubelj (University of Ljubljana) Network & link analysis 5.2.2014 · / 46



Groups in real-world networks

community densely linked nodes that are sparsely linked between

(or dense groups of sparse graphs) Girvan and Newman (2002)

module nodes linked to similar other nodes Newman and Leicht (2007)

(or groups with similar linking pattern) Šubelj and Bajec (2012b)
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Group type formalism

Let S be a group (filled) & T its linking pattern (marked). Šubelj et al. (2013a)

Community (S = T ) Mixture (S ≈ T ) Module (S 6= T )

Let τS ,T be a parameter of group S & its pattern T .

τS ,T =
|S ∩ T |
|S ∪ T |

τ = 1 for communities, τ ≈ 1
2

for mixtures & τ = 0 for modules...
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Group quality criterion

Let LS,T be a number of links between S & T .

WS ,T = . . .

(
LS,T

|S ||T |
−

LS ,T C

|S ||T C |

)
Šubelj et al. (2013a)

A local asymmetric criterion that favors links in (S ,T ) & penalizes for links
in (S ,T C ). Consistent with wide class of models for S = T . Zhao et al. (2011)

S T
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Group discovery by extraction

Sequential group extraction: Šubelj et al. (2013a) & Zhao et al. (2011)

(1) Find S & T that optimize W (tabu search)

(2) Extract only links between S & T (& isolated nodes)

(–) Repeat until W larger than at random (by simulation)
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Group detection by propagation (intermezzo)

Propagation group detection: Raghavan et al. (2007)

si = argmax
s

∑
j∈Γi

δ(sj , s)

si is (group) label of node i & Γi are its neighbors.
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Group detection by propagation (II)

performance Diffusion propagation Šubelj and Bajec (2011b)

robustness Balanced propagation Šubelj and Bajec (2011a)

generality General propagation Šubelj and Bajec (2012b)

Hierarchical group detection: Šubelj and Bajec (2014)

si = argmax
s


Community detection︷ ︸︸ ︷
τs ·
∑
j∈Γi

. . . δ(sj , s) +

Module detection︷ ︸︸ ︷
(1 − τs ) ·

∑
j∈Γi

k∈Γj\Γi

. . . δ(sk , s)


The algorithm is at least comparable to the state-of-the-art! Šubelj (2013)
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Software networks

Class dependency software networks: Šubelj and Bajec (2011c)

nodes → classes of an object-oriented software project

links → dependencies between classes (e.g., inheritance)

C

P F

I

S

R
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Structure of software networks

Software networks are similar to other real-world networks. Valverde et al. (2002)

software networks = Šubelj et al. (2013b)

= dense social network structure + sparse Internet topology
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Communities in software networks

Communities are core classes of the software project. Šubelj and Bajec (2011c)
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Lovro Šubelj (University of Ljubljana) Network & link analysis 5.2.2014 31 / 46



Modules in software networks

Modules are classes with the same functionality. Šubelj and Bajec (2012b)
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Software engineering

Accuracy of class package prediction: Šubelj et al. (2013b)

Software # Classes # Categories Neighbors Γ Groups S Network N Baseline Random

JBullet 107 11 72.0% 75.7% 64.5% 28.0% 8.6%
colt 154 16 58.4% 73.4% 55.2% 22.7% 5.9%

JUNG 237 31 72.2% 74.2% 65.0% 11.4% 3.3%
Lucene 1335 178 47.1% 49.2% 43.7% 6.4% 0.6%

Accuracy of high-level class package prediction:

Software # Classes # Categories Neighbors Γ Groups S Network N Baseline Random

JBullet 107 5 84.6% 85.0% 78.5% 64.5% 20.4%
colt 154 10 86.4% 83.8% 69.5% 39.0% 9.7%

JUNG 237 5 89.1% 90.5% 91.1% 44.3% 20.3%
Lucene 1335 15 85.5% 90.8% 85.0% 28.2% 6.6%

Accuracy of class type, version, author prediction:

Setting # Categories Neighbors Γ Groups S Network N Baseline Random

Class type 2 65.0% 85.2% 84.8% 84.4% 49.9%
Class version 9 67.7% 72.8% 66.2% 44.3% 11.2%
Class author 11 71.6% 71.0% 70.9% 44.3% 9.2%
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Software engineering (II)

High-level abstraction of a software system: Šubelj and Bajec (2012a)

Reorganization of software packages (modular or functional):
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Social & non-social networks

Real-world networks are small-world, scale-free, shrink & densify.

Degree mixing (correlations of degrees at links’ ends): Newman (2002)

Social networks → assortative Newman and Park (2003)

Non-social networks → disassortative Šubelj and Bajec (2012b)

Citation networks → neither
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Forest fire graph model

Sequential node inclusion: Leskovec et al. (2007)

(1) node i selects ambassador a & links to a

(2) node i selects neighbors a1, . . . , axp & links to ai

(3) a1, . . . , axp are taken as ambassadors

p is burning probability & xp ∼ G( p
1−p

).

Generated graphs are small-world, scale-free & degree assortative.
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Model of citation networks

Author citation dynamics:

(1) author selects a paper & cites it

(2) author selects its references & cites them

(3) references are taken for consideration

Authors should read all papers they cite (& vice-versa).

Only ≈ 20% cited papers are actually read. Simkin and Roychowdhury (2003)

Authors read & cite papers due to independent processes.
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Citation graph model

Sequential node inclusion: Šubelj and Bajec (2013)

(1) node i selects ambassador a

(2) node i selects neighbors a1, . . . , axp

node i selects neighbors l1, . . . , lxq & links to li

(3) a1, . . . , axp are taken as ambassadors

q is linking probability & xq ∼ G( q
1−q

).

Generated graphs are small-world, scale-free & degree (dis)assortative.
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Alternative graph models

Forest fire model Leskovec et al. (2007) Butterfly model McGlohon et al. (2008)

Copying model Krapivsky and Redner (2005) Citation model Šubelj and Bajec (2013)
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Analysis of graph models

Let A be the set of ambassadors & L the set of linked nodes.

Forest fire model → A = L

Butterfly model → A ⊇ L

Copying model → A ⊆ L

Citation model → A & L arbitrary
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Comparison of graph models

All models generate small-world & scale-free graphs with high modularity.
Shaded regions show likely parameter values. Laurienti et al. (2011)

Only citation model realizes degree disassortative graphs! Šubelj and Bajec (2013)
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Cora citation network

Cora dataset of computer science papers from the web. McCallum et al. (2000)

p q # Nodes # Links Degree k Mixing r

Forest fire model 0.46 /
23166

88828 7.669 0.211
Citation model 0.37 0.59 89888 7.760 −0.047

Cora network 23166 89157 7.697 −0.055

Citation model reproduces degree disassortativity of Cora network.
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arXiv citation network

High energy particle physics preprints from arXiv server. KDD (2003)

p q # Nodes # Links Degree k Mixing r

Citation model 0.46 0.67 27400 350699 25.598 −0.068

arXiv network 27400 352021 25.695 −0.030

Directed arXiv network is modeled with an undirected graph...
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Biblio- & scientometrics

% Papers read relative to # papers cited is

≈ 2s/k

s ≤ 1− p

1− 2p
k ≤ 2ps

1− q − (1− q)s+1

s is # ambassadors selected by a node.

p q # Cited # Read % Read

Cora network 0.37 0.59 3.85 2.54 66%

arXiv network 0.46 0.67 12.85 6.30 49%
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Biblio- & scientometrics (II)

# Papers cited or citing is ≈ k/2

% Papers read relative to # papers cited is ≈ 2(1 − p)/(k − 2kp)

% Papers cited relative to # papers read is ≈ q/(1 − q)

Directed citation model (ongoing work):

burning process → probabilities pfwd & pbck

linking process → probabilities q & qamb

Citation dynamics of scientific fields from WoS (future work).

Lovro Šubelj (University of Ljubljana) Network & link analysis 5.2.2014 45 / 46



Graph theoryAfter 1736 Present

Network & link analysis
Before 2000

scale-free

networks

small-world
networks1998 1999

network 
modeling

Bibliometrics

node
influence

Fraud detection

group 

discovery

Software engineering

Applications to large business

2008 Present
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Applications to large business

Postdoc project 2014–2015:

Algorithms for network analysis in large company

Project outline/2:
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